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1
Decision/action requested

The group is asked to discuss and approve the proposals.
2
References

[1] 
TR 28.814 “Study on enhancements of edge computing management”
[2] 
3GPP TS 23.558: "Architecture for enabling Edge Applications;"
3
Rationale
This contribution proposes the concept of edge computing management to TR 28.812 [1] that is to support the deployment of edge computing networks [2], shown below.
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4
Detailed proposal

	1st modified section


2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[x]
3GPP TS 23.558: "Architecture for enabling Edge Applications;".
[y]
3GPP TS 23.501: " System architecture for the 5G System (5GS); Stage 2;"
…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".
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4
Concepts and overview
Editor’s note: this clause is to describe the concepts and overview of the edge computing management. 

4.x
Concept of edge computing management

Figure 4.x-1 shows the roles and relationship of service providers involved in the deployment of edge computing services (see annex B in TS 23.558 [x]). The application service provider (ASP) is responsible for the creation of edge application servers (EAS) and application clients (AC). The edge computing service provider (ECSP) is responsible for the deployment of edge data networks (EDN) that contain EAS and edge enable server (EES) that provides the configuration information to edge enabler client (EEC), enabling AC to exchange application data traffic with the EAS. PLMN operator is responsible for the deployment of 5G network functions, such as 5GC and 5G NR.
The ASP can have service agreement with one or more ECSP(s) and may request the ECSP to deploy one or more EAS in the EDN. Upon receipt of ASP’s request, the ECSP should deploy the EAS(s), and then register the EAS(s) to the EES in the EDN. The ECSP can have service agreement with one or more PLMN operators and may request the PLMN operators to connect EAS and EES with 5GC network functions. The edge configuration server (ECS) may reside in PLMN operator or ECSP, and provide functions needed for the edge enabler client (EEC) to connect with an EES (see clause 6.3.4 in [x]).
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Figure 4.x-1: Relationship of service providers in the edge computing network deployment
Figure 4.x-2 depicts an example of edge computing networks, where the mobile networks are connected to 2 EDNs that each contains 2 EASs. In the EDN #1, the EAS(s) are connected to the UPF via the N6 interface to carry the applications data traffic, while EAS(s) and EES are connected to the PCF via the N5 / Edge-7 / Edge-2 interfaces (see TS 23.501 [y], and the definition of Edge 2 and 7 in TS 23.558 [x], where the EES acting as a trusted in 5GC), on which information can be sent to SMF to influence traffic routing. In the EDN #2, EAS(s) and EES are connected to NEF via the N33 / Edge-7 / Edge-2 interfaces (see TS 23.501 [y], where the N33 is the reference point between NEF and AF), on which information can be sent to SMF via PCF to influence traffic routing that supports the trffice management in TS 23.558. The ECS residing in the mobile networks is connected to NEF in the mobile networks via N33 / Edge-8 interface and EES via Edge-6 interfaces.
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Figure 4.x-2: Edge computing networks
	End of modified section
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